AHOTALIS

Kpamidikamiiina poboTa MICTUTh TOSCHIOBAJIBHY 3alHMCKy oOcsiroM 78
CTOPIHOK, sika Bkitodae 18 pucynku, 10 Ttabmuue 1 4 gomatku. OO0’exToM
JOCHIJDKEHHSI € CHUCTEeMa aBTOMAaTHU30BaHOI MoJepallii TOKCHYHOTO TEKCTOBOTO
KOHTEHTY Ha OCHOBI MeToaiB 00poOku mnpupoaHoi moBu (Natural Language
Processing, NLP). Ilpenmerom po3poOKu € anropuTMidHE Ta MPOTPaAMHE
3a0e3neueHHsd JUisl JIeTeKIli Ta IHTepHpeTalii HENpUUHSITHUX BUCIOBIIOBAHb Y

TEKCTAaX aHTJIIUCHKOI MOBOIO.

Y wMexax poOoTH peali30oBaHO TMPOTPaMHy CHUCTEMY, III0 BHUKOHYE:
NOKOMIIOHEHTHHUM aHaji3 TEKCTy; KiIacu(iKallil0 peyeHb 3a PIBHEM TOKCHYHOCTI 3
BUKOPUCTAHHAM MOJeNl unitary/toxic-bert; igeHTH(iKaIiF0 TOKCHUYHHUX JIEKCEM 13
3actocyBaHHsiM word-level migxomy; BU3HaYeHHs TUMIB TOKCUYHOCTI (insult, hate
speech, threat Tomio); Bi3yamizamiro pe3yiabTariB y TrpadiuHOMy iHTEpdeiic;

reHepalliio peKoMeHAaIlH 111010 HEUTPaIbHOTO MepedOpMyITIOBAaHHS.

VY xomi peanizaliii mpoBeIeHO KPUTHYHHM aHAIII3 ICHYIOUUX METOIB BUSIBICHHS
TOKCUYHOCTI, BCTAHOBJIEHO iXHI (DyHKILIOHAJIbHI OOMEXKEHHS, BU3HAYEHO BUMOTH 10
cuctemu. Pospobrneno wmomyns sentence-level kimacudikamii 3 6araToMiTKOBUM
BUXOJIOM, 1HTeTpoBaHO word-level MexaHi3M MicBIYyBaHHs HeOakaHUX ()parMeHTIB,
c(hOpMOBAHO QJITOPUTM Bi3yami3alli pe3ylbTaTiB 13 BHUKOPUCTAHHSAM TYJTIMIB.
3acTOCYHOK peaiizoBaHo y Burisi aeckronHoro GUI-gonaTky Ha ocHOBI 010110TeKH

Tkinter, 3 MATPUMKOIO aBTOHOMHOI pOOOTH Ta PO3IIMPIOBAHOIO apXITEKTYPOIO.

Kmowoi cmosa: OBPOBKA IIPUPOJHOI MOBMH, BUSBJIEHHSA
TOKCHUYHOCTI, @ BERT, BI3VAJIIBALIA, TKINTER, MOJIEPAILIIA,
UNITARY/TOXIC-BERT, I'PAGIYHUI IHTEP®EIIC, LLM,
[TEPE®©OPMVYJIIOBAHHAI.



SUMMARY
The qualification thesis comprises a 78-page explanatory report, including 18
figures, 10 tables, and 4 appendices. The object of study is an automated toxic text
moderation system based on Natural Language Processing (NLP) techniques. The
developed solution focuses on the algorithmic and software implementation of tools

for detecting and interpreting toxic expressions in English-language texts.

The system supports: modular analysis of user input; sentence-level toxicity
classification using the unitary/toxic-bert model; identification of toxic words via a
word-level detection mechanism; categorization of toxicity types (INSULT, HATE
SPEECH, THREAT, etc.); visualization of toxic spans within a graphical user

interface; and automated generation of rephrasing suggestions for toxic sentences.

During development, existing toxicity detection methods were reviewed and
their limitations analyzed. Functional and non-functional system requirements were
formulated. A sentence-level classification component with multilabel output was
implemented, along with a word-level highlighting module. A visualization algorithm
with tooltip-based explanations was developed. The final product is a desktop GUI
application based on the Tkinter library, featuring offline operation and a modular

architecture suitable for further extension.
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