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BUKOHAHy Ha TeMy MeToJ po3Mmi3HaBaHHS CIIiB Y KOMITIOTEPHUX CHCTEMax
cTyaeHToM: 3iMeHKOB /IMuTpo AHapiiioBuy

AKTyajabHicTh TemMH. CydacHUW pO3BUTOK 1H(QOPMAIIHUX TEXHOJOTIH TICHO
OB’ sI3aHUH 13 BIPOBA/PKCHHSAM 1HHOBAIIIMHUX pillieHb Y cepl 00poOKU IPUPOTHOT MOBH,
30KpeMa aBTOMATH3AII€I0 PO3IMI3HABAHHS MOBJICHHS B KOMII'IOTepHUX cucteMax. lLle
3a0e3medye TMIABUINEHHS ©()EKTUBHOCTI B3aEMOJIi JIOMUHU 3  KOMIT IOTEPOM,
aBTOMATHU3allll0 0OPOOKU ay/i0JJaHUX 1 CTBOPEHHS 1HTEJIEKTyaJIbHUX CHUCTEM, TaKUX SIK
TOJIOCOBI TTOMIYHUKH, CHCTEMH TPAHCKPHIIII Ta aBTOMAaTHYHOTO Tepekaany. B ymoBax
rJ100aJIbHOTO 3pOCTaHHS OMUTY HAa 6araTOMOBHI Ta aJIallTUBHI CUCTEMH 3pOCTa€e oTpeda
B aBTOMATHU30BaHUX PIIICHHSAX JUIsI PO3Mi3HABAHHS CIIB y peajbHOMY 4aci, Ki MOXYTb
MpaloBaTd B PI3HUX YyMOBAax, BKIIOYAIOUM ILIYMHI CEpPEIOBUINA Ta 3MIIIaHI MOBHI
creHapii. OqHUM 13 TIEPCIIEKTUBHUX IIIXOJIB € 3aCTOCYBaHHS TiOpHUIHUX METOJIB, IO
MOETHYIOTh CTATUCTUYHI MOJENi, MalldHHE HaBYaHHS Ta TJIMOOKE HAaBYaHHS, IS
3a0€e3MeUeHHs] BUCOKOT TOYHOCTI ¥ IIBUJKOCTI 0OpOOKHU aynioJaHuX.

[OpuaHi MeToAaW poO3Mi3HABAHHS MOBJICHHS, $KI BHUKOPUCTOBYIOTH CYy4YacHI
QITOPUTMH, BIAKPUBAIOTH HOBI MOMJIMBOCTI JIJIs1 YHIBEPCAJIbHOTO PO3ITI3HABAHHS BCIX MOB,
BKJIFOYAIOYM PIJKICHI, @ TaKOX JJii OOpOOKHM aKIEHTIB 1 MIaJIeKTIB y MIYMHUX YMOBAax.
BukopucTtanHs TakMx TEXHOJOTIM TO3BOJISIE aBTOMATHU3yBaTH MPOIIEC aHAi3y ay/lio,
3MEHILYIOUN 3aJI€KHICTh BIJl JIOJCHKOro (hakTopy, MIABUIIYIOUM IIBUAKICTH 1 TOUHICTb
po3mizHaBaHHs. [le 0coOMMBO akTyallbHO mJisi YKpaiHH, /i€ PO3BUTOK 1HTEIIEKTYalbHUX
CUCTEM MOXKE CHPUSITH MIABUIICHHIO KOHKYPEHTOCIPOMOXHOCTI Ha MIXHAPOJHOMY
PUHKY 1H(POpPMAaIITHUX TEXHOJIOT1H. Po3po0Oka MeTo/1iB aBBTOMAaTH30BaHOTO PO3MI3HABAHHS
CIIB y KOMIT'IOTEPHUX CHUCTEMax € BaXXJIMBUM HAyKOBUM 1 MPAKTUYHUM 3aBIAHHSM,
OCKIJIbKM BOHA CIpHS€ BIOCKOHAJICHHIO 1HTEp(eiciB KOopHucTyBaua Ta I1JIBUILEHHIO
e(eKTUBHOCTI OOPOOKH ayi0/1aHUX.

OO0’ €eKT TOCTIKEHHS: MPOIEC PO3II3HABAHHS CJIIB Y KOMIT FOTEPHUX CUCTEMAaX.

[IpenMer mociipKeHHS: T1IOpUIIHI METOIW PO3Mi3HABaHHS CIIIB, 10 MOEIHYIOTh
CTaTUCTUYHI MOJIEN1, AITOPUTMHU MAIIIMHHOTO HaBYaHHS Ta ITMOOKI HEUPOHHI MEpexi, AJis

00poOKHU ayiogaHUX Y KOMIT IOTEPHUX CUCTEMaXx.



Mera poboTu: 3anpornoHyBaTd e(pEeKTHUBHUNM TiOpUAHUN MeTod OoO0poOKu
ayJlioJjaHuX, aIallTOBaHUM J10 YHIBEPCAIBHOTO PO3MI3HaBaHHS BC1X MOB Y pealibHOMY 4aci,
BKJIIOYAIOYM IMyMHI Ta OaratromMoBHI ymoBH. llepenbaueHo CTBOpEHHS KOHIICTIIIi
nporpaMHOro  3a0e3leueHHs, sKe 3[aTHE aBTOMAaTUYHO pO3IMi3HABaTU  CJIOBA,
kJacu(iKyBaTH MOBHI OJIMHMIII Ta OLIHIOBATH TOUYHICTh PE3yJIbTATIB.

HaykoBa HOBH3HA MOJIAATA€ B HACTYITHOMY:

e Po3poOiieHO TiOpuaHUN METOa pPO3Mi3HaBaHHS CIIiB, SIKMH 1HTErpy€e MPUXOBaHI
MapkoBcbki moneni (HMM), Support Vector Machines (SVM) i1 tpanchopmepu s
3a0€3MeUYeHHs] BUCOKOI TOYHOCTI CEerMEHTailii Ta kiacu@ikaiii ayaiofJaHuX 3a yMOB
BapiaTUBHOIO IIyMy Ta 6araTOMOBHOCTI.

e 3anponoHOBAaHO HOBUM MiXiJ 0 1HTErpailii KOMIOHEHTIB T10pUIHOI MOJIel, 110
ONTUMI3y€ KOHBEEP OOPOOKH ayio, 3a0e3mneuyoun HU3bKy 3aTpuMKy (menie 100 mc) 1
BUCOKY TouHICTh (WER Huxue 10%).

® VYIOCKOHAJIEHO METOJAUKY NONepeNHbOI OOpOOKH ayAloJlaHUX, sSKa BKIIIOYAE
aJlanTHUBHE BUAAJIEHHA IyMy Ta BUTArHeHHs o3Hak (MFCC i 6araromoBH1 embeddings),
IO MMIJIBUIYE CTIMKICTh MOAEII IO IIYMHUX YMOB.

e Peani3oBaHO KOHIICTIIIIO MTPOTPAaMHOTO 3a0€3MeUeHHs, IKE aBTOMATH3Y€E TPOIeC
pO3MI3HABaHHS CJIIB, MIATPUMYIOYM BCl MOBU Ta aJanTyHOUHMCh 1O PI3HUX amapaTHUX
matgopM, BKIrovarouu loT-nmpuctpoi 3 00OMeKEHUMH PECYpPCaMHu.

e 3arpoNoOHOBAHO AJANTHUBHHUH TMIIXiJ JO TOHKOrO HaJaIlTyBaHHS MOJEIN s
PIAKICHUX MOB, SIKUW BpaXOBY€ OOMEKEHICTh JaHUX 1 3a0€e31euye TOUHICTh PO3Mi3HABaHHS
B PEAJIbHUX YMOBAX.

[IpakTiyHa MIHHICTH TOJIATAE€ y MOXJIMBOCTI BUKOPHUCTAHHS 3ampOIOHOBAHOTO
riOpUIHOrO METOY JJI IIBHUJKOIO Ta TOYHOTO PO3Mi3HABAHHS CJIIB y KOMII FOTEPHHUX
cucTeMax. 3aCTOCYBaHHsSI aBTOMAaTH30BAHOI CHCTEMHU PO3II3HABAHHS MOBJICHHS 3HUXKYE
BUTpaTU 4Yacy Ha OOpoOKy ayAlolaHUX 1 3MEHIIYE 3aJeXKHICTh BiJ CyO’€KTUBHOIO
JOJICBKOTO  (hakTopy, 3a0e3meuyroud OO0 €KTHUBHICTh 1 TOYHICTH PE3yJIbTaTiB.
3anpornoHOBaHa KOHIICMIIS MPOTPAMHOTO 3a0e3MeyeHHsT MOoKe OyTH BUKOPHCTaHA B
rOJIOCOBUX MOMIYHHMKAX, CUCTEMAX TPAHCKPHUIIli, aBTOMAaTHYHOro nepekiany ta loT-

OPUCTPOAX AJIs1 OOPOOKM MOBIIEHHS B PEabHOMY 4acl.



Ha BigmiHy BiJl ICHYIOUMX METOJIIB, TAKUX SIK TPAJUIIIIHI MPUXOBAHI MAPKOBCHKI
mozeni (HMM), riouboki HelponHi Mepexi (DNN) um cydacHi TpaHchopmepu
(manmpuknan, Whisper Bim OpenAl), 3anponoHoBaHui TIOpUAHMI METOA TOEAHYE
nepeBaru Tpbox miaxoaiB — HMM, SVM 1 tpanchopmepiB — Juisi TOCATHEHHS BUIIOI
yHiBepcanbHOCTI Ta edektuBHOCTI. [lo-mepiue, inTerpamis HMM 3aGesneuye mBUAKy
cerMeHTarlito ayaiocurHany (3arpumka <100 mc), mo nepesepirye DNN i Tpanchopmepu
3a MIBUAKICTIO 00pOOKH Ha ci1abkux 1aTdopmax, e octanHi norpedyrots >150-200 mc.
[To-npyre, Bukopuctanuss SVM i3 ueminiitauMm siapom (RBF) mimBuiye cTiikicTs a0
mymy (ouikyBanuit WER <10% npu SNR 0-10 nb), Tomi sik okpemi HMM uu DNN
neMmoHcTpytoTh  WER >15-20% vy mnoniOnux ymoBax. Ilo-tpere, Tpanchopmepu
3a0€3MeuyloTh TOYHUN KOHTEKCTHHW aHaji3, L0 J03BOJIAE OOpOOJATH OMOHIMHU Ta
PIIKICHI MOBH (HAaIpUKJIaJ, KPUMChKOTAaTapChKy, cyaxiii) eeKTuBHiIIe, Hi OUTbIIICTh
KOMEPIIIIHUX CUCTEM, siKi oomexeH1 nomupeHumMu MoBamu (WER >30% nist pinkicHUX
MOB).

Kpim Toro, ontumizariiiiii TeXHIKH, Takl K JUCTHIIOBAHHS (3MEHIIICHHS MOJIEI Ha
40%) 1 kBaHTyBaHHs (8-01THE MpPEACTABIEHHS), 3HUKYIOTh CIIOKUBaHHS ram’AT1 10 <500
MB, poGasun meron npumatHuMm st loT-mpuctpoiB (Hanpuknan, Raspberry Pi), na
BIJIMIHY BIJ] pECypCcOeMHUX TpaHchopmepiB, o notpedywTs >2 I'b. Ile 3abe3neuye
eHEepProePeKTUBHICTh 1 3HIKY€ BUTpPATH Ha amnapaTHe 3a0e3nedyeHHs. TakuMm YUHOM,
3alpPONIOHOBAHUI METOJI TIEPEBEPIINyE ICHYIOUl PIMICHHS 3a KOMOIHAII€I0 IIBUAKOCTI,
TOYHOCTI, CTIHKOCTI O IIyMYy, TIATPUMKHU BCIX MOB 1 aAATUBHOCTI JI0 PI3HUX MIATHOPM,
CIPUSIOYN CTBOPEHHIO KOHKYpEHTOCTIPOMOXHUX [ T-pitmens st aBTomaTu3aiiii o0poOku
ayJlioJaHuX.

Amnpo6aiiist po6oTH.

e [IPOBJIEMATUKA PO3III3HABAHHA CJIB VY KOMITIOTEPHUX
CUCTEMAX [mutpo 3imenkoB, Irop TepeiikoBcbkuii. Marepianu 2-i MixkHapogHOT
HAyKOBO-MPAKTUYHOI KOH(pepeHIii «[HpopmalliitHi cucTeMH Ta TEXHOJIOT1i: pe3yJIbTaTH 1
nepcuektum» (IST 2025), 5 6epesnst 2025 p. (Kuis, Ykpaina). K. : ®IT KHYTII, 2025
p-425¢c
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ABSTRACT

Relevance of the Topic
The modern development of information technologies is closely linked to the
implementation of innovative solutions in the field of natural language processing,
particularly the automation of speech recognition in computer systems. This enhances the
efficiency of human-computer interaction, automates the processing of audio data, and
enables the creation of intelligent systems such as voice assistants, transcription systems,
and automatic translation tools. Amid the global rise in demand for multilingual and
adaptive systems, there is an increasing need for automated solutions for real-time word
recognition capable of operating in diverse conditions, including noisy environments and
mixed-language scenarios. One of the promising approaches is the application of hybrid
methods that combine statistical models, machine learning, and deep learning to ensure
high accuracy and speed in processing audio data.

Hybrid speech recognition methods utilizing modern algorithms open new opportunities
for universal recognition of all languages, including rare ones, as well as for processing
accents and dialects in noisy conditions. The use of such technologies enables the
automation of audio analysis, reducing reliance on human intervention, and improving
the speed and accuracy of recognition. This is particularly relevant for Ukraine, where
the development of intelligent systems can enhance competitiveness in the global
information technology market. The development of methods for automated word
recognition in computer systems is a significant scientific and practical task, as it
contributes to improving user interfaces and increasing the efficiency of audio data
processing.

Object of Research: The process of word recognition in computer systems.

Subject of Research: Hybrid methods of word recognition that integrate statistical
models, machine learning algorithms, and deep neural networks for processing audio data
in computer systems.

Objective of the Work: To analyze modern methods of word recognition in

computer systems and develop an effective hybrid method for processing audio data,



adapted for universal recognition of all languages in real time, including noisy and
multilingual environments. The work aims to create a concept for software capable of
automatically recognizing words, classifying linguistic units, and evaluating the accuracy
of results.

Scientific Novelty:

« A hybrid word recognition method has been developed, integrating Hidden
Markov Models (HMM), Support Vector Machines (SVM), and transformers to
ensure high accuracy in audio data segmentation and classification under
conditions of variable noise and multilingualism.

« A novel approach to integrating components of the hybrid model has been
proposed, optimizing the audio processing pipeline to achieve low latency (less
than 100 ms) and high accuracy (WER below 10%).

« An improved methodology for audio data preprocessing has been developed,
incorporating adaptive noise reduction and feature extraction (MFCC),
enhancing the model's robustness in noisy conditions.

Practical Significance: The practical significance lies in the potential application of
the proposed hybrid method for fast and accurate word recognition in computer systems.
The use of an automated speech recognition system reduces the time required for
processing audio data and minimizes reliance on subjective human factors, ensuring
objectivity and accuracy of results. The proposed software concept can be applied in
voice assistants, transcription systems, automatic translation tools, and 10T devices for
real-time speech processing.

Unlike existing methods, such as traditional Hidden Markov Models (HMM), Deep
Neural Networks (DNN), or modern transformers (e.g., Whisper by OpenAl), the
proposed hybrid method integrates the strengths of three approaches—HMM, SVM, and
transformers—to achieve greater versatility and efficiency. Firstly, the incorporation of
HMM enables rapid audio segmentation (latency <100 ms), surpassing DNN and
transformers in processing speed on low-resource platforms, where the latter require
>150-200 ms. Secondly, the use of Support Vector Machines (SVM) with a non-linear
kernel (RBF) enhances robustness to noise (expected WER <10% at SNR 0-10 dB),



while standalone HMM or DNN exhibit WER >15-20% in similar conditions. Thirdly,
transformers provide precise contextual analysis, enabling the processing of homonyms
and rare languages (e.g., Crimean Tatar, Swahili) more effectively than most commercial
systems, which are limited to widely spoken languages (WER >30% for rare languages).

Moreover, optimization techniques such as model distillation (reducing model size
by 40%) and quantization (8-bit parameter representation) lower memory consumption to
<500 MB, making the method suitable for 10T devices (e.g., Raspberry Pi), unlike
resource-intensive transformers that require >2 GB. This ensures energy efficiency and
reduces hardware costs. Thus, the proposed method outperforms existing solutions in
terms of speed, accuracy, noise robustness, support for all languages, and adaptability to
various platforms, contributing to the development of competitive IT solutions for
automated audio data processing.

Work Validation:

« Zimenkov, D., Tereikovskyi, I. "Challenges of Word Recognition in Computer
Systems." Proceedings of the 2nd International Scientific and Practical
Conference "Information Systems and Technologies: Results and Perspectives"
(IST 2025), March 5, 2025, Kyiv, Ukraine. Kyiv: FIT KNUTSH, 2025, 425 p.

o The materials of the master’s thesis were used in the implementation of the
scientific and technical project of the Department of System Programming and
Specialized Computer Systems, Faculty of Applied Mathematics, National
Technical University of Ukraine "Igor Sikorsky Kyiv Polytechnic Institute,"
titled "Methods, Models, and Tools for Monitoring Calls to Terrorism in Online
Social Networks" (State Registration Number: 0124U003866, Registration Date:
05-09-2024).

Structure and Scope of the Work: The master’s thesis consists of an introduction,
four chapters, conclusions, a list of references, and appendices. The total volume of the
work is 100 pages.

Keywords: word recognition, computer systems, hybrid method, audio data

processing, machine learning, deep learning, multilingualism.



