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AKTyaJIbHICTb TeMHM. 3 PpO3BUTKOM LHUPPOBUX TEXHOJOTIH 1 CTPIMKUM
3pOCTaHHSIM O0CSTIB TEKCTOBOI 1H(OpMAIIii, 110 MYOIIKYETHCS Y IEPIOAUIHUX BUJAHHIX
(HOBHHHI pecypcH, *KypHaiu, OJOTH TOINO), BAHUKAE HarajlbHa MoTpeda y CTBOPEHHI
e(eKTUBHUX METOJIB aBTOMAaTH30BAaHOIO BWIYYEHHs JaHUX. TpaguliiiHl alropuTMH
MApPCHUHTY, K1 0a3yI0ThCs Ha (DIKCOBAHMX MPaBHIIaxX 1 MIAOJOHAX, YACTO HE CHPABIIAIOTHCS
13 3aBaHHSAM OOpPOOKHM HECTPYKTYpPOBAHOI Ta JAMHAMIYHOI iH(OpMaIllii, M0 yCKIAAHIOE
OTpPUMaHHA TOYHUX 1 CBO€YACHUX pe3yJbTaTiB. I[HTerpaumiss MeETOmIB INIMOUHHOTO
HAaBYaHHS 3 BUKOPUCTAHHSIM HEHpOMEpEKEeBUX Mopenel, 30kpema apxitekryp LSTM 1
TpaHc(opMepiB, BIJKPUBAE HOBI MOXKJIIMBOCTI JJISi TIJBUINEHHS SKOCTI BWJIYYCHHS
CTPYKTYpOBaHUX JaHUX 13 TEKCTIB. Peanizailisi 1HTepaKTUBHOTO YTOYHEHHS pe3yJbTaTiB
yepe3 30BHimHINA cepBic ChatGPT API 3a6e3neuye nonaTkoBuil piBeHb aJalTUBHOCTI Ta
JI03BOJISIE KOPUTYBAaTH HEIONIKM TOYAaTKOBOTO BWJIYYEHHS MaHUX. TakuM YHHOM,
po3poOka MOAU(IKOBAHOTO HEUPOMEPEKEBOTO METOMY ONTHUMI3AIli TMAapCUHTY €
CBOE€YACHHUM Ta aKTyaJIbHUM 3aBIAHHSIM SIK 3 HAyKOBOI, TaK 1 3 MPAKTUYHOI TOYKHU 30DYy.

00’exkt pocaigxenHss. OO’€KTOM AOCHIJDKEHHS € TMPOLECH Ta aJIrOpUTMHU
aBTOMATHU30BAaHOTO BIWIy4YeHHS 1H(GOpMaIli 3 TEKCTOBHX JOKYMEHTIB MEpIOIUYHUX
BU/JIaHb.

Ipeamet pocaimxennsi. [IpeaMerom JOCTIKEHHS € HEHPOMEPEIKEBI MOJIEIT Ta
aJITOPUTMU OTITUMI3AITiT TAPCUHTY, & TAKOXK TEXHOJIOT1] IHTErPOBAHOTO aHAJ13y TEKCTOBUX
JTAaHUX 3 BUKOPUCTAHHIM 30BHIIIHIX API a1 yToUHEeHHS pe3ynbraris.

Meta po6oTu. MeTor nuceprailii € po3poOka epexkTuBHOr0O MOAM(IKOBAHOTO
HEHPOMEPEKEBOTO METOAYy ONTHMI3almii mapcuHry iHdopMmarii, Mo JT03BOJSE
aBTOMaTUYHO BWJIyYaTH CTPYKTYpOBaHI JaHi 3 MEpPIOAMYHUX BHJIaHb 13 MiJABHUIIEHOIO

TOYHICTIO Ta aJJaITUBHICTIO /10 3MiH y hopMaTax BXiTHUX TEKCTiB. JJis MTOCATHEHHS ITI€T



METH TepedauyeHo po3poOKy MIporpaMHOro 3a0e3nedyeHHs, 37aTHOTO KOMOIHyBaTH
TPaIUIIHI METOAM BHUIYUYCHHS JJAHUX 13 Cy9aCHUMH I1X0AaMHU INTIMOWHHOTO HAaBYaHHS
Ta 1HTerpailiero noaarkoBoro yrounenns yepe3 ChatGPT APIL.

HaykoBa HoBH3Ha. 3anponoOHOBAHO IHTETPOBAHMM MIAXIJ, SKUM TOETHYE
nepeBard  KJIACHYHUX  METOJIB MapCHUHTYy 3  aJalNTUBHUMH  MOXKJIMBOCTAMHU
HelipoMmepexeBuX apxiTekTyp. OcoOIUBICTIO TPOMIOHOBAHOTO METOAY € 3aCTOCYBAHHS
monudikoBanoi LSTM-mopem ang aHamidy TEKCTY 3 ypaxXyBaHHSIM KOHTEKCTY Ta
CEMaHTHYHUX 3aJI€KHOCTEMH, a TAKOXK 1HTerpallis 30BHiIHLOro cepBicy ChatGPT API, o
JI03BOJISIE B PEXHUMI PEaJbHOTO Yacy YTOYHIOBATHU pPE3yJibTaTH BUWIYYEHHS JaHMX.
3anpoBaJKCHHST MEXaHI3MIB 3BOPOTHOTO 3B 3Ky Ta aJalTUBHOIO HaJalllTyBaHHS
rinepnapaMeTpiB COpUsE MiJIBUILEHHIO SIKOCT1 BUIYYEHHs 1HQOpMaIii, 10 MiITBEPIAKYE
HAyKOBY HOBU3HY PO3POOJICHOTO MiAXO/TY.

IpakTnyna uinHicTb. [IpakTUyHA MIHHICTH JOCHIIKEHHS MIATBEPIXKYETHCS
MOJKJIMBICTIO 3aCTOCYBaHHS 3allpONIOHOBAHOIO METOAY B 1H(OpMalIHO-aHATITUYHHUX
cucTemax, Mefia-miaropmax ta Oi3Hec-A0AaTKax, ¢ MBUAKICTh 1 TOYHICTh BHIIYYCHHS
JAaHUX € KPUTHYHO BOXIMBUMH. ABTOMATH3AIIis MIPOLIECY MAPCUHTY JO3BOJISE 3MEHIITUTH
BUTpATH Yacy Ha py4Hy oOpoOKy iH(opmMaIlii, MiHIMI3yBaTH BIUTUB JIFOJCHKOTO (hakTopa
Ta 3a0e3neynuTy OO0’ €KTUBHMM aHali3 TEKCTOBHX JaHUX. Pe3ynpTaTvl AOCIHIIKEHHS
MOXYTh OyTH BUKOPHUCTAHI JJisi CTBOPEHHS CHCTEM, IO 3AIHCHIOIOTH ONEpPaTUBHUMN
MOHITOPUHT HOBHH, aHaJi3 1H()OpMAIIIHHUX MOTOKIB 1 MIATPUMKY MPUUHATTA PIIICHb Y
cdepi ynpapiiHHA 1HPOpPMALIETO.

Anpo6auisa podoTu. Anpo0baiiist TOCTIIHPKEHHS MPOBOUIACS HA JIBOX €Tarax:

1. PomankeBuu B. O., Ilomimyk O. II., CumonoB b. €. MoaudikoBanuii
HEeHpoMepeKeBUI METOJl ONTUMI3aLlli MapcHHTy 1H(OopMarllii nepioguYHOr0 BUIAHHS //
IIpuknagaa maremarmka Ta Kowmm rotuHr [IMK’ 2024 : 30ipHHK Te3 JomoOBiaeH
CimHaausTOi KOH(pEpEeHIIii MaricTpaHTiB Ta acnipanTiB (20-22 nucronana 2024 p. — Kuis,
VYkpaina). — Kuis, 2024. — C. 418-423.

2. CumonoB b. €., PomankeBuu B. O., Ilomimyk O. I[I. MoaudikoBanuii
HeHpoMepeKeBUI METOJ ONTHUMI3alli MapcuHry iHdopmarlii nepioguunux Bujganb// XI

MixuapogHa HayKoBO-TexHIUHA Internet-koHdepenis «CydacHi MeToau, iHdopMaliiitHe,



porpaMHe Ta TeXHIYHE 3a0€3MEeUCeHHs CUCTEM KepyBaHHS OpraHi3alliifHO-TEXHIYHUMH Ta
TEXHOJIOTTYHUMHU KOMIUIEKCaMmu»: 301pHUK MaTepianiB. 27 nucromana 2024 p., Kui. —
Kuis: HamionanpHUI yHIBEpCUTET XapuoBUX TexHONOT1i, 2024. — C. 105-106

Crpykrypa Ta o0car podoru. lucepraiisi ckiaiaerbcs 31 BCTYILY, YOTHPHOX
pO3LIiB, BUCHOBKIB, CIIMCKY BHUKOPHCTAaHHUX JDKEpel Ta JOMATKiB. 3arajbHUN 00CST
po6oTH CTaHOBUTH 128 CTOPIHOK.

Po3gii 1 mnpucBsiYeHO TEOPETHUKO-METONOJOTIYHMM OCHOBaAM AaHAJI3y
TeKCTOBOI iHGopManii Ta ITYYHUX HEHPOHHHMX MepeK: PO3IISHYTO KOHLemuil
NAPCUHIY JaHMX, THIOBI MeToau BHAOOYBaHHS iHopmamii, a TaKOK
(pyHramMeHTaIbHI NPUHIMIM MOOYIOBH Ta HABYAHHHA HEHPOHHUX MepeK Pi3HUX
apXiTeKTyp; NPOAHAJI30BAHO cHeHU(IKY TEKCTiB MEPioAMYHUX BUAAHb i OCHOBHI
3aJa4i iIX aBTOMATH30BAHOI0 AHAJI3Y.

Po3nin 2 mictutume Ppo3poOKy MoaM(dikoBaHOI0O HeHpoOMepeKeBOro
AJIrOPUTMY ONTUMI3aUil MAPCUHIY NEPIOAUYHMX BHUAAHB: NMOCTAHOBKY HAYKOBOI
3aJa4i Ta BH3HAYEHHSI BHUMOI, aHAJI3 CYYacHHX MiAXoaiB Ta igeHTH(ikaliro
He/I0JIIKIB ICHYrOYHX Moj1eJ1e, PO3poOKy KOHLENTYaJbHOI MojeJti
HellpoMepe:KeBOro aJIrOPUTMY, 2 TAKOK ONMC METOI0JIOT Il ONTUMI3alii Ta KpuTepiiB
BaJtiamii.

Po3ninn 3 npucBsiueHo nMporpaMHin peaJizauii aJropuTMy 3 BAKOPUCTAHHAM
MoBu Python: po3misiHyTO apXiTeKTypHi pillleHHsI MPOTrPaMHOro 3ade3nevyeHHs,
TEXHOJIOTiYHe  3a0e3le4yeHHs  peaJjizaliii  ajJropuTMy, JeTAJbHUHA  ONMC
QJITOPUTMIYHMX KOMIIOHEHTIB, a4 TAaKO0X TeCTyYBaHHS, HAJAro[:KeHHs Ta
ONTUMI3alil0 NPOrPaAMHOI0 KOIY.

Po3nin 4 micTuTh eMHIipu4Hy OHIHKY edeKTHBHOCTI MOAU(IKOBAHOIO
AJIropuTMy Ta IHTEpHpeTalil0 PpPe3yJbTATiB [IOCJHIIKEHHS: OIHUC OpraHi3amii
eKCIIEPMMEHTAJBbHOI 0a3u JaHMX Ta METOMOJIOril JOCTIAKeHHHA, eMIIPUYHY
Bajdiganilo MoaM(IKOBAHOIO AJIOPUTMY, MOPIBHSUVIBHY XapaKTEPHUCTHKY 3
iCHylOUMMH MeTOJAMH, a TAKO0XX OOrOBOPEHHSI Pe3yJbTATIiB Ta MePCHeKTUBH

NOAAJBLIINX JOCTI’KEHb.



VY po6orti npeacrapiieHo S Tabnuilk, 11 pucyHkiB Ta 4 10AaTKH, 110 LTHOCTPYIOTH SIK
TEOPETUYHI aCIIeKTH, TaK 1 MPAKTUUHY peali3allito po3poOJeHOTO aIrOpPUTMY.

KurouoBi ciioBa: MmonugikoBaHuil HeipoMepekeBUN METO/, TApCUHT 1HpopMaIiii,
nepionuyHi BuAaHHs, muouHaHe HaBdaHHA, ChatGPT API, onrtumizariisi, aBromaTru3artis

aHaI3y TeKCTOBUX JaHUX.



ABSTRACT
for the Master’s Thesis
titled “Modified method for optimizing the parsing of periodical publication
information using neural networks ”

Student: Bogdan Symonov

Relevance of the Topic.With the rapid advancement of digital technologies and
the exponential increase in the volume of textual information published in periodicals
(such as news portals, journals, blogs, etc.), there is an urgent need to develop efficient
methods for automated data extraction. Traditional parsing algorithms that rely on fixed
rules and templates often fail to process unstructured and dynamically changing
information accurately and in a timely manner. The integration of deep learning methods
using neural network models—particularly architectures such as LSTM and
Transformers—opens up new possibilities for enhancing the quality of extracting
structured data from texts. Furthermore, the implementation of interactive result
refinement via an external service like the ChatGPT API offers an additional layer of
adaptability by correcting the initial data extraction shortcomings. Thus, the development
of a modified neural network method for parsing optimization is a timely and pertinent
task from both scientific and practical standpoints.

Object of the Research. The object of the research is the processes and algorithms
for automated extraction of information from text documents in periodical publications.

Subject of the Research. The subject of the research encompasses neural network
models and parsing optimization algorithms, as well as the technologies for integrated
text data analysis using external APIs to refine results.

Aim of the Work. The aim of the thesis is to develop an effective modified neural
network method for parsing optimization that automatically extracts structured data from
periodical publications with enhanced accuracy and adaptability to changes in the format
of the input texts. To achieve this, the research involves the development of software that
combines traditional data extraction techniques with modern deep learning approaches

and integrates additional refinement via the ChatGPT API.



Scientific Novelty. An integrated approach has been developed that combines
the advantages of classical parsing methods with the adaptive capabilities of neural
network architectures. A distinctive feature of the proposed method is the application
of a modified LSTM model for text analysis that takes contextual and semantic
dependencies into account, as well as the integration of an external service (ChatGPT
API) which enables real-time refinement of the extracted data. The introduction of
feedback mechanisms and adaptive hyperparameter tuning gradually improves the
extraction quality, thereby confirming the scientific novelty of the proposed approach.

Practical Significance. The practical significance of the research is evidenced
by the potential to apply the developed method within information-analytical systems,
media platforms, and business applications where the speed and accuracy of data
extraction are critically important. The automation of the parsing process reduces the
time required for manual data processing, minimizes the influence of human
subjectivity, and ensures an objective analysis of textual data. The study’s results can
be used to create systems for real-time news monitoring, information flow analysis,
and decision support in the field of information management.

Validation of the Work. The study was validated in two stages:

1. Romankevich V.O., Polischuk O.P., Symonov B.Y. “Modified Neural
Network Method for Optimizing the Parsing of Information from Periodical
Publications” // Applied Mathematics and Computing, PMK 2024: Proceedings of the
Seventeenth Conference of Master’s and Doctoral Students (20-22 November 2024 —
Kyiv, Ukraine). — Kyiv, 2024. — pp. 418-423.

2. Symonov B. Y., Romankevych V. O., Polishchuk O. P. Modified Neural
Network Method for Optimizing the Parsing of Periodical Publication Information //
XI International Scientific and Technical Internet Conference “Modern Methods,
Information, Software and Technical Support of Control Systems for Organizational-
Technical and Technological Complexes™: collection of materials. November 27,
2024, Kyiv. — Kyiv: National University of Food Technologies, 2024. — P. 105-106.

Structure and scope of work. The dissertation consists of an introduction, four
chapters, conclusions, a list of sources used and appendices. The total volume of the
work is 128 pages.



Section 1 is devoted to the theoretical and methodological foundations of text
information analysis and artificial neural networks: the concepts of data parsing, typical
methods of information extraction, as well as the fundamental principles of building
and training neural networks of various architectures are considered; the specificity of
periodical texts and the main tasks of their automated analysis are analyzed.

Section 2 will contain the development of a modified neural network algorithm
for optimizing the parsing of periodicals: the formulation of the scientific problem and
the definition of requirements, the analysis of modern approaches and the identification
of shortcomings of existing models, the development of a conceptual model of the
neural network algorithm, as well as a description of the optimization methodology and
validation criteria.

Section 3 is devoted to the software implementation of the algorithm using the
Python language: the architectural solutions of the software, the technological support
of the algorithm implementation, a detailed description of the algorithmic components,
as well as testing, debugging and optimization of the program code are considered.

Section 4 contains an empirical assessment of the effectiveness of the modified
algorithm and the interpretation of the research results: a description of the organization
of the experimental database and the research methodology, empirical validation of the
modified algorithm, a comparative characteristic with existing methods, as well as a
discussion of the results and prospects for further research.

The paper presents 5 tables, 11 figures and 4 appendices, illustrating both the
theoretical aspects and the practical implementation of the developed algorithm.

Keywords: modified neural network method, information parsing, periodical

publications, deep learning, ChatGPT API, optimization, automated text analysis



