PED®EPAT

AKTyaJbHICTb TeMHM. AKTYalbHICTh TEMHU TOJSArae B HEOOXIIHOCTI
NPUILIBUALIECHHS MPOILECY IIJICYMOBYBaHHSI TEKCTy 0O€3 BTpar MO TOYHOCTI. Y
CydYacHil 1HIOpMaIIiiHIN eroci, KOJU MOTOKH TEKCTOBOI 1HGOopMaIlii 3poCcTaroTh
EKCIIOHEHIIINHO, BAKJIMBO MAaTH 3aCO0U JIJIsl MIBUAKOTO OOpOOJIEHHSI TEKCTOBUX
nokyMeHTiB. Po3poOka cuctemu, sika noeguye metos TopicRank ta Text-to-Text
TpaHchOpMepHY HEMPOHHY MEPEKY /ISl HIBUKOTO T4 TOYHOTO MM1JICYyMOBYBaHHS
TEKCTY, € aKTYaJIbHOIO 1 BAYKIIMBOIO 3 HAYKOBOTO Ta MPAKTUYHOTO MOTJsiAy. Takuit
X1 MOXE MOKPAIIUTH TMPOIYKTUBHICTh Ta 3PYYHICTH POOOTH 3 TEKCTOBOIO

1H(popMaIli€ro y piI3HUX Taly3sX.

OO0’ekT nOC/iIKeHHsI: METOAM TeHEpYBaHHS y3arajlbHeHb 3 00'€MHUX

TCKCTOBUX JaHUX.

IIpeamer aOCTiI:KEHHA: ONTUMI3AIliS MPOIECY IIBUIAKOTO CTBOPEHHS

TEKCTOBHX y3araJIbHeHb 31 30€pEKEHHSIM TOUHOCTI CEMAaHTUIHOTO 3MICTY.

Meta po0oTH: TOCTITKEHHS ICHYIOUMX METOJIB aHalli3y TEKCTIB; aHai3
O0COOJIMBOCTEH aJITOPUTMIYHUX METOJIB Ta METOIB TJTMOOKOr0 HaBYAHHS JJIs

T1JICYMOBYBaHHS; CTBOPEHHSI CHCTEMH IT1ICYMOBYBaHHS BEJIMKUX TEKCTIB.
HaykoBa HOBHM3HA!

e 3anpornoHOBaHO HOBUI METOJ AJIsi CTBOPEHHS MiJCYMKIB 3 00’ €MHUX
TEKCTIB.

e Po3poliieHo cucTteMy, SKa 3a 3almpOMOHOBAHUM METOJIOM IIIBHIIIIE
reHepy€e€ TEKCTOBI MiJICYMKH, MOpH IIbOMY 30epiraloud BHCOKY
TOYHICTb.

IIpakTnyHa WIiHHICTHL OTPUMAHUX PE3YJbTATIB NPE3EHTYE TE, IO
3alpONOHOBAaHUM METOJ] Ja€ 3MOTYy MIJBUIIUTH MIBUAOCKITH MPOIECY
HiJICYMOBYBaHHSI TEKCTY, IPU 1IbOMY 30€pararoyul IEBHY CEMAaHTHUYHY TOYHICTb.
[{s cuctema Moxe OyTH 3aCTOCOBaHA B PI3HUX 00JIACTSX, BKIIOYAIOYN MEIUIIUHY,

HAyKOBI JIOCIPKEHHS, HOBUHAPCTBO Ta O6araro iHmumx. Pe3ynpTaTi 10CiiKeHHS



TOTOBI IO BUKOPHUCTAHHS, 1 pEKOMEH Iallii 100 iX MPAKTUYHOTO 3aCTOCYBAHHS

MOXYTbh OyTH KOPUCHUMH JJIs OpraHi3aliiii Ta IHAMB11yalbHUX KOPUCTYBAUIB, SKi

IIYKalOTh MIBUAKHA Ta €()EeKTUBHMI CMOCIO aBTOMATHYHOTO ITiJICYyMOBYBaHHS

TEKCTY.
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CtpykTypa Ta o0car podoTu. Marictepchka AMcCepTallis CKIaIaeThes 3

YOTUPHOX PO3/LTIB Ta BUCHOBKIB.

Y nepwomy po30ini HaaHO 3araJibHy XapaKTePUCTUKY, MMPOBEACHO OIIHKY
aKTyaJIbHOCTI MTPOOJIEMHU Ta CY4aCHOTO CTaHy JOCIIIKEeHb. BU3HaUeHO METy Ta
MOCTABJICH1  3aBAaHHSA JIOCHI/KeHb. IIpoaHami3oBaHO ICHYHOYl METOIH

1JICYMOBYBaHHS.

Y opyeomy po3oini npeacTaBiieHo AETaTbHUN OTJISA]T TEXHOJIOT1H Ta METO/IIB,
3aCTOCOBAHUX IS peanizamii Moaudikamiii y TpoekTi. YBara mpuiiIcHa
nepeBaramM KOXHOTO 13 BUKOPUCTAHUX 1HCTPYMEHTIB Ta METO/IIB, @ TAKOXK TOMY,
SIK BOHM CHPUSIIOTH MOJIMIIEHHIO 3araibHOI (PYHKIIOHAIBHOCTI Ta €()EKTUBHOCTI

poOOTH CHCTEMH.

Y mpemvomy po30ini HaBe[eHO 3alPOINIOHOBAHUN METOJI IiJCyMOBYBaHHS

BENMUKUX TeKCTiB. OmrcaHa mporpaMHa peaii3allis MeTOdYy.

Y uemeepmomy po30ini TPUBOIEHO pE3yJbTaTU EKCIEPUMEHTAIbHUX

JOCITIIKEHD.



YV 6ucnosxax npencTaBieHO pe3yJIbTaTh MIPOBEACHOI pOOOTH.

PoGora mpexacraBinena Ha 86 apkyiiax, MICTUTh MOCHJIAHHS Ha CIHCOK

BUKOPHUCTAHUX JIITEPATYPHUX JIXKEPEIL.

Kuarwo4oBi cioBa: 06poOka mpuponnoi moBu (NLP), aHami3z TekcTiB 3a
JOTIOMOI'OK0 HEMPOHHUX MEpeXk, TpaHC(HOpMEpPHI HEHUPOHHI MEpExi, aJrOpUTM

TopicRank, 3ropTkoBiii HEUPOHHI MEPEXKi, pEKYPEHTHI HEHPOHHI MEpExKi.



ABSTRACT

Actuality of theme. The relevance of the topic lies in the need to expedite
the text summarization process without sacrificing accuracy. In today's
information era, where textual information streams are growing exponentially, it
iIs crucial to have tools for rapid processing of textual documents. The
development of a system that combines the TopicRank method and Text-to-Text
transformer neural network for fast and accurate text summarization is relevant
and important from both a scientific and practical perspective. Such an approach
can enhance productivity and convenience when working with textual information

in various fields.

The object of the research: Methods of generating summaries from

extensive textual data.

The subject of the research: Optimization of the process of creating fast

text summaries while preserving the accuracy of semantic content.

The goal of the work: Investigation of existing text analysis methods;
analysis of the features of algorithmic and deep learning methods for

summarization; creation of a system for summarizing large texts.
Scientific novelty:

e A new method has been proposed for creating summaries from

extensive texts.

e A system has been developed that generates text summaries faster

using the proposed method while maintaining high accuracy.

The practical value: The presented method allows for speeding up the text
summarization process while preserving semantic accuracy. This system can be
applied in various fields, including medicine, scientific research, journalism, and

many others. The research results are ready for use, and recommendations for



their practical application can be beneficial to organizations and individual users

seeking a fast and efficient way of automatic text summarization.
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Structure and scope of the work. The master's thesis consists of four

chapters and conclusions.

The first section provides a general description, assesses the relevance of the
problem and the current state of research. The purpose and objectives of the
research are defined. The scientific novelty and practical value of the results
obtained are noted, as well as information on the testing and the possibility of

implementing the data obtained.

In the second section, a detailed overview of the technologies and methods
applied for implementing modifications in the project is presented. Attention is
given to the advantages of each of the tools and methods used, as well as how they
contribute to improving the overall functionality and efficiency of the system. The

third section presents the proposed method of summarizing large texts.

The fourth section presents the results of experimental studies on different

sets of texts.

The conclusions present the results of the work carried out.



The work is presented on 86 pages and contains references to the list of used

literary sources.

Keywords: natural language processing (NLP), text analysis using neural

networks, transformer neural networks, TopicRank algorithm.



